Minutes from CERN LHC Schottky meeting September 7, 2007

Present: Rhodri Jones, Marek Gasior, Elliott McCrory, and Ralph Pasquinelli

Minutes by Ralph Pasquinelli

The following list of items was discussed in our meeting on the LHC Schottky system.

1. Local oscillator tracking up the ramp.  Fermilab has implemented a solution with a PLL divider of the 53 MHz RF to 10 MHz.  This system worked well for the last few weeks of the collider run.  We have also investigated a solution for CERN utilizing a VME board developed at Fermilab and potentially useful at CERN.  The ILC group here has a cavity controller VME card that can divide the 400.78897MHz RF signal down to 10.000MHz to use as a LO reference.  There could be zero nonrecurring engineering (NRE) with this solution.  I gather there will be slots available in the installed VME crate?

Ralph presented the technique used at Fermilab to generate a 10 MHz reference signal from the RF signal.  This is then used as the reference input to the 400 MHz and 21.4 MHz local oscillators (LO) and allows the output frequency of those oscillators to track the RF up the acceleration ramp resulting in the measurement of tunes up the ramp.  Both LOs at Fermilab are Novatech units and work well with this technique.  Dave Peterson at Fermilab utilized a PLL circuit to divide the 53.104 MHz Tevatron RF by a non-integer divisor, which yields the 10.000 MHz reference.  The circuit used at Fermilab will not work at the 400 MHz RF frequency at the LHC.  Further investigation at Fermilab came up with both a VME and NIM version of hardware used for and ILC RF controller and BPM system respectively.  The hardware was tested at Fermilab and works very well at 400 MHz.  Cost for the VME version is expected to be about $2000 per board and there are no non-recurring engineering (NRE) costs associated.  The cost of the Nim version needs to be investigated.  Both Nim and VME are available in the LHC tunnel for this function.

CERN must verify that the Rhode and Schwartz LO will work with a reference that tracks the RF.  The Novatech LO has already been tested at Fermilab.

Fermilab will provide three of these circuits, two operational and one spare if funds can be appropriated via either LARP or another source as the current LARP M&S budget for Schottky has been exhausted.  Two operational units are required for heavy ion and proton collisions in future operations where the two RF systems will be different frequency.  The beauty of this solution is minimal software is required, as the hardware will be wired for a fixed divisor.   When heavy ion on proton is attempted, different divisors may be required for the heavy ion mode.  The output of the VME version can supply a square or sine output at the 1-volt level.  The output of the Nim version needs to be investigated.

2. Application Software.  LAFS at Fermilab has shown interest in support for the Schottky system.  Has anyone at CERN been defined as a liaison?

Fermilab has volunteered to do the application software support for the Schottky system.  This software will provide manual and automatic measurements of tune, chromaticity, and momentum spread.  Andreas Jansson has the beginnings of a requirements document for the software.  All software is in Java.  LAFS (Fermilab’s LHC software support effort) has already contributed significant effort to supporting application software for the LHC.

The programmer will be Jerry Cai of the AD/RF Department at Fermilab.  Jerry has worked with Ralph four years ago to develop control software for the Tevatron Schottky.  Ralph will provide technical supervision for the software and Suzanne Gysin will be Jerry’s mentor from the software side of the effort.

Negotiations at CERN continue to see if the Front End Software Architecture (FESA) can be made available at Fermilab.  There is reluctance to do this at CERN because it gives access to accelerator controls.  FESA for the experiments is planned to be distributed outside CERN and it may be possible to test the Schottky software from the experimental versus accelerator side of the CERN control system.  Without FESA final testing would need to take place at CERN. 

There is another option that CERN utilizes where a USB to VME translator can take the place of FESA.  It has been implemented in Labview at CERN, but there may be alternatives.  Much of the instrumentation for LHC is being tested with this method.  

With Fermilab building the cable to VME interface (see below), a complete software/hardware test could be done at Fermilab.  This would expedite the commissioning of the system at CERN.

A complete description of the software requirements needs to be drafted over the coming weeks based on Andreas’ software requirements document.  In the meantime, Elliott McCrory (who is now at CERN for one year) will start to investigate the architecture standards this code must meet.

Marek discussed the details of his data acquisition and FPGA FFT algorithm.  The current system takes the Baseband Schottky signal centered at 30 KHz and digitizes at rate of eight times the revolution frequency of the LHC.  Each spectrum will consist of 256 K points and can deliver an FFT spectrum at the rate of one every three seconds.  It is desirable to do some averaging in the front end FPGA, but averaging will also be a variable parameter in the application code.

CERN will deliver to Fermilab a Nim digitizer module by November 2007.  They will also provide the VME card that contains the input/out bits, 8 DACs and 8 ADCs for controlling all variables in the signal processing hardware.  C.Y. Tan at Fermilab already has a VME environment that contains a DAB board, Processor, and CAEN (name of company) card that provides the USB to VME interface.  CERN will also need to return the spare variable attenuator and phase shifter so that they can be controlled and tested.  Once all this hardware is in place and software is written, a complete system test can be performed at Fermilab.

3. Controls interface.  It would be good to do a complete test of the control system well in advance of beam.  Items here include gain control bits to the processor chassis, control/read back of coax switches, test of the calibration system, bunch gating system, variable attenuators, step attenuators, and phase shifter control and read back, setting and read back of all LO frequencies, test of FFT and curve fitting.  Would it be worthwhile for Pete and I to return to CERN to assist with this effort?  If so, when is a good time, early spring?

Fermilab is intimately familiar with the system wiring for all controls seeing as Pete Seifrid defined the wiring.  If Fermilab designs and builds the VME to hardware interface, a complete test of the system can be performed at Fermilab.  Fermilab has all the switches etc, and will obtain from CERN the spare attenuator and phase shifter.  A cost estimate needs to be created along with manpower resources, but it is expected not to exceed $2000 plus three man weeks of effort.  The funds to support this must be found either in LARP or another source.

With both software and hardware tested at Fermilab, Pete and Ralph would return to CERN in 2008 to install the hardware and commission the software before first LHC beam.  The schedule and dates for the return need to be defined.  An estimated five days of tunnel time will be necessary to complete this task.

4. Signal MUX for Oscilloscope. What is the status of the signal multiplexer we agreed upon on our last visit?

Due to limited manpower, CERN has opted to investigate a commercially available multiplexer (MUX).  Fritz Caspers has begun to look into what is available.  GPIB is utilized as the control bus for the Rhode and Schwartz LOs.  Fritz will try to find a MUX that is also GPIB controlled.  Once a MUX has been purchased, detail of its control needs to be forwarded to Fermilab so it can be incorporated into the application software.

5. Spare parts.  I have a set of replacement coax cables for the pickup flange to pickup electronics.  We are also preparing a complete set of replacement SiO2 cables.  I am not sure they will be ready in time for my departure as they were just delivered yesterday.

A set of four 456 ps SMA flange to hybrid cables was given to Rhodri along with measurement data. These are spares.  The SiO2 cables are now at Fermilab, have been measured, and awaiting bending.  This will now be delayed until November when the Fermilab Accelerator shutdown has been completed.  When the tanks were installed in LHC, a leak of Argon gas was detected.  There were no electrical problems with the lines themselves.  The status of the current vacuum after months of pumping is not known.

6. Tour to tunnel electronics.  Paul Derwent and Sergei Nagaitsev will be traveling with me on this trip.  Would it be possible to get them to the alcove to see the installed system (if they are interested)?  I also have some new labels to apply to the chassis.  Is the tunnel at point 4 undergoing testing that prohibits access?

The tunnel at point 4 was unavailable for access as cryogenic testing was underway.  

7. Schedule.  What is the latest status for startup with beam in summer 2008?  

The RF spring finger problem has shown up in a number of locations in sector 8-1.  These fingers are supposed to slide to take up thermal contractions and expansions and are required to shield the bellows from the beam image currents.  Upon inspection, some of the fingers buckled and totally obscured the beam aperture.  The CERN consul is expected to reveal an updated start up schedule in the next couple of weeks.  A delay post June 2008 for start up is expected.

